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Abstract

We propose a novel identification strategy based on a combination of sign, zero, and policy
coefficient restrictions to identify the exchange rate response to a US monetary policy shock.
Our strategy crucially hinges upon imposing a sign on the policy response to exchange rate fluc-
tuations, i.e., monetary policy tightens after a depreciation of the US dollar. We support this
restriction with narrative evidence as well as empirical evidence from the extant literature. We
find an unexpected increase in the policy rate to generate an immediate appreciation followed by
a persistent depreciation. This evidence is consistent with the overshooting hypothesis. Impor-
tantly, we show that our identification strategy implies robust impulse responses across samples
characterized by different monetary policy conducts. Differently, restrictions imposed only on
impulse responses return evidence that is subsample specific and associate Volcker’s regime with
a delayed overshooting.
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1 Introduction

Two months into his new job, Volcker attended a conference of central bankers in
Belgrade and was shocked to find himself harangued by his peers. As he explains in
his memoir, German Chancellor Helmut Schmidt, who was a friend, lectured Volcker
for almost an hour “about waffling American policymakers who had let inflation run
amok and undermined confidence in the dollar.” A shaken Volcker cut his trip short,
got his fellow Fed members on board, and called an unusual evening press conference.
Most dramatically, he stressed that he was shifting his key policy tool to monetarism.
As a hedge, he also raised the Fed’s discount rate by a full point. (The Atlantic,
October 30, 2018)

According to Dornbusch’s (1976) exchange rate overshooting hypothesis, countries should
experience an immediate appreciation of their currencies followed by a gradual depreciation
in response to an unexpected monetary policy tightening by the domestic central bank. This
prediction is due to a mechanism present in models featuring expectations over future realizations
of the exchange rate: in presence of an excess return on domestic assets driven by a monetary
policy tightening, no-arbitrage at an international level requires the exchange rate to strongly
appreciate on-impact to allow for future, persistent depreciations.

While this mechanism is one of the building blocks of most open economy macroeconomic
models, empirical investigations - typically conducted via vector autogregressions - have often
rejected the overshooting hypothesis. Working with recursive identification, Eichenbaum and
Evans (1995), Grilli and Roubini (1996), and Kim and Roubini (2000) find that the materializa-
tion of the peak response of the exchange rate can take between 2 and 3 years, an evidence termed
"delayed overshooting puzzle" (DOP). This evidence is at the basis of theoretical research that
has generated mechanisms able to replicate the DOP, e.g., models featuring information rigidi-
ties (Gourinchas and Tornell (2004), Miiller, Wolf, and Hettig (2021)), dispersed information
(Candian (2019)), or portfolio adjustment costs (Bacchetta and van Wincoop (2021)).

As stressed by Cushman and Zha (1997), Faust and Rogers (2003), Scholl and Uhlig (2008),
and Bjornland and Thorsrud (2015), appropriate identification of monetary policy shocks is
crucial for correctly establishing if Dornbusch’s hypothesis is indeed rejected by data or not.
Scholl and Uhlig (2008) tackle this identification issue by working with sign restrictions a la
Uhlig (2005) to pin down the exchange rate response to a monetary policy shock. They find
evidence against the overshooting hypothesis. Kim, Moon, and Velasco (2017) go a step further
and show that Scholl and Uhlig’s (2008) findings are basically due to observations related to



the Volcker disinflation. Once such observations are omitted, evidence in favor of Dornbusch’s
hypothesis arises. They interpret this evidence as pointing to the importance of dealing with
breaks in the Federal Reserve’s policy conduct. The message arising from this recent literature
is clear: Identification is crucially connected with monetary policy regimes.

This paper estimates the exchange rate response to a US monetary policy shock by putting
systematic monetary policy in the spotlight.! We do so by extending the state-of-the-art set-
identification strategy recently proposed by Arias, Caldara, and Rubio-Ramirez (2019) - which
requires imposing signs on the systematic responses of the Federal Reserve to movements in
inflation and real activity - to the open-economy context. On top of requiring a systematic
policy response of the policy rate to movements in prices and industrial production (as Arias,
Caldara, and Rubio-Ramirez (2019) do), we also require the description of the US monetary
policy to feature a systematic increase (decrease) of the policy rate in response to a depreciation
(appreciation) of the US dollar. This restriction is supported by narrative evidence, an example
being the quote reported at the beginning of our paper.? It is also backed up by evidence on the
systematic monetary policy response to exchange rate fluctuations by a variety of central banks
around the world. On top of policy coefficient restrictions, which have recently been shown by
Wolf (2020, 2022) to be extremely effective in recovering the true macroeconomic responses to a
monetary policy shock, we also employ traditional restrictions on impulse responses to sharpen
our econometric estimates.

Our main results are the following. First, we find robust evidence supporting the overshooting
hypothesis, i.e., no trace of DOP is detected conditional on our identification strategy. Second, we
show that our proposed restriction on the systematic policy response to exchange rate fluctuations
is crucial for our identification scheme to imply an immediate appreciation of the US dollar to
a US monetary policy shock. Dropping such a restriction leads our VAR estimates to imply
estimated policy rules that admit a policy tightening in response to an exchange rate appreciation,
a policy responses at odds with our narrative evidence. Third, our identification strategy supports
the overshooting hypothesis across different subsamples, including the one associated with the
Volcker regime. Differently, as pointed out by Kim, Moon, and Velasco (2017), a standard
identification strategy based on IRF-restrictions would reject the overshooting hypothesis when
handling samples that include the Volcker regime. After replicating Kim et al.’s (2017) results,
we dig deeper to understand the drivers of this difference. We find that the standard IRF-based

identification strategy retains a non-negligible number of rotations (structural models) that are

IFor an early exploration on the link between the systematic component of monetary policy and monetary
policy shocks, see Leeper, Sims, and Zha (1996).

2Section 2.3 reports more narrative evidence covering different monetary policy regimes



associated with a negative response of the policy rate to an exchange rate depreciation. This last
finding is not robust to moving to a sample that excludes the Volcker observations - the policy
function coefficients implied restrictions imposed on impulse responses only imply a positive
policy response to an exchange rate depreciation when the post-Volcker sample is employed.
This last set of results offers an interpretation to the evidence documented by Kim, Moon, and
Velasco (2017), which goes as follows. The Volcker regime was importantly characterized by a
systematic monetary response to the exchange rate. If such a response is not considered among
the set of restrictions imposed to achieve identification, spurious evidence in favor of a DOP in
the ’80s may arise.

Our results are important from a policy and modeling standpoints. From a policy standpoint,
our results stress that unexpected policy changes may indeed generate an immediate, large
volatility in exchange rates. From a modeling perspective, our findings suggests to preserve
mechanisms consistent with the exchange rate overshooting hypothesis, which is supported by
the data. Importantly, our results are not at odds with the established stylized fact on the
persistence of the swings in the real exchange rates (Chari, Kehoe, and McGrattan (2002)). As
pointed out by Steinsson (2008), NK models featuring sticky prices can generate both a quick
conditional response of the real exchange rate to a monetary policy shock - in line with the
overshooting hypothesis - and a hump-shaped unconditional response of the exchange rate, this
last one being generated by a combination of real shocks hitting the Phillips curve (productivity
shocks, labor supply shocks, government spending shocks, shocks to the world demand for home
produced goods, and cost-push shocks). In other words, our empirical findings should not be
read as indicating a rapidly decaying response of the real exchange rate to a generic "shock"
hitting the economic system.

Our paper joins previous contributions that have proposed alternatives to recursive identifi-
cation strategies to pin down the exchange rate response to a monetary policy shock. Bjgrnland
(2009) and Doko Tchatoka, Haque, and Terrell (2022) use a combination of short and long-run
restrictions to study the exchange rate effects of monetary policy shocks in Australia, Canada,
New Zealand, and Sweden. They find evidence supporting the overshooting hypothesis. Riith
(2020), Miranda-Agrippino and Rey (2020), Miranda-Agrippino and Ricco (2021), Degasperi,
Hong, and Ricco (2021), and Riith and Van der Veken (2022) work with instruments based on
high-frequency information/financial data to pin down the exchange rate effects of unexpected
variations in the policy rate.® They also find evidence supporting Dornbusch’s (1976) overshoot-

ing hypothesis. We complement these contributions by proposing an identification strategy that

3 Riith and Van der Veken (2022) also propose a comparison with the exchange rate responses arising from a
battery of set-identified SVARs.



enables us to: i) focus on the systematic monetary policy component to achieve identification,
something which we see as naturally connected with the narrative and empirical evidence on
the attention posed by central banks to fluctuations in the exchange rates; ii) unveil the impli-
cations of different sets of restrictions for the description of the US systematic monetary policy
across different retained models, which is useful to understand the different results obtained
by papers dealing with standard IRF-restrictions only vs. those obtained with our novel iden-
tification strategy; iii) avoid the challenges one faces when dealing with long-run restrictions
(Faust and Leeper (1997)); iv) circumvent the weak-instrument issue that can potentially affect
[V-regressions, above all across different samples; v) naturally deal with model uncertainty. Fi-
nally, while the investigation in this paper focuses on US monetary policy shocks, our proposal
to identify monetary policy shocks in an open-economy context can be easily applied to other
countries’ data.*

The paper is structured as follows. Section 2 describes the data, introduces the VAR, and
discusses the identification strategy. It also presents narrative and empirical evidence supporting
the policy coefficient restriction involving the exchange rate. Section 3 documents our full-sample
and Volcker-related results, and compare them to those obtained with the standard IRF-related

restrictions. Section 4 concludes.

2 Data, VAR, identification strategy

2.1 Data

We follow Kim, Moon, and Velasco (2017) and consider monthly data for the US economy and
14 of its trading partners, period: 1976M1-2007M7.> The beginning of the period is based on

the idea of excluding the transitional early years of the floating exchange rate era (for a detailed

4While writing the first draft of this paper, a related paper by Groshenny and Javed (2022) came to our
attention. They also achieve monetary policy shock identification by imposing restrictions on policy coefficients
(including the one associated with the exchange rate). There are several differences between our paper and
theirs, though. First, we deal with US monetary policy shocks, while they focus on selected small-open economies
(Australia, Canada, Norway, and Sweden). A second, related point is that we work with different subsamples as
in Kim, Moon, and Velasco (2017) and unveil the reasons behind the absence (presence) of a delayed overshooting
puzzle - with a focus on the Volcker period - when imposing policy coefficient (standard IRF) restrictions. Third,
they deal with quarterly data, while we work with a higher frequency (monthly), which is likely to provide is with
a sharper information on the effects of monetary policy shocks. We see our paper and Groshenny and Javed’s as
complementary.

5The list of US trading partners - representing in this analysis the rest-of-the-world (RoW) - includes Austria,
Belgium, Canada, Denmark, France, Germany, Italy, Japan, the Netherlands, Norway, Spain, Sweden, Switzer-
land, and the United Kingdom.



account of those years, see Hansen and Hodrick (1983)). The end of the period is meant to
separate from the acceleration of the financial crisis and the great recession. For the member
countries of the European Monetary Union, data are available until 1998. For Germany, the
sample is extended to 2007 by replacing the US-Germany exchange rate with the US-Euro one
on the basis of the fixed Germany-Euro rate.

Macroeconomic indicators are aggregated across the 14 US trading partners by appealing
to real GDP shares at purchasing power parity.® Two aggregates are considered. The first one
- "TAGGI8" - employs all 14 trading partners prior to 1999. The "AGG" method extends the
series until 2007 and is based on the non-EMU countries plus Germany, which is treated as
representative of the EMU countries over the entire sample 1976-2007.

In line with Eichenbaum and Evans (1995), Scholl and Uhlig (2008), and Kim, Moon, and
Velasco (2017), our baseline VAR models the following seven variables: US and foreign industrial
production y and y* US and foreign 3-month interest rates ¢ and ¢* the ratio of US nonborrowed
to total reserves nbrz, US consumer price index (CPI) p, and the real exchange rate rez = s + p*
- p, where s is the US/RoW nominal exchange rate, and an increase in s represents a depreciation
of the US dollar. In the VAR, all variables are modeled in logs, except for the interest rates,

which are modeled in levels.

2.2 VAR

Following Arias, Caldara, and Rubio-Ramirez (2019), let us consider the following VAR repre-

sentation:

ViAo = vi Al +e (1)
=1

In this representation, y, is an n x 1 vector of endogenous variables, €; is an n x 1 vector of
structural shocks, Ag is an invertible n x n matrix of structural parameters, v is the number
of lags of the VAR, [ is the lag-indicator, and ¢ is a time-index ranging from 1 to 7, where T
is the size of the considered sample. The vector ¢;, conditional on past information and initial

conditions, is Gaussian with mean zero and covariance matrix I, (the n x n identity matrix).

6In detail, weights for each country are calculated by dividing the country’s GDP by the total GDP at
purchasing power parity values. Then, growth rates for each individual country are computed. Third, aggregate
growth rates are computed by the weighted sum of the individual growth rates. Finally, levels are recovered by
cumulating aggregate growth rates from the initial base year. Further details on this aggregation procedure can
be found in Scholl and Uhlig (2008) and Kim, Moon, and Velasco (2017).



Post-multiplying the SVAR (1) by A", one can move to the reduced form representation:

v
Yi=) yi AA + (2)
=1
where B; = AjA;", u) =2/A; ", and E(wu)) = 3 = (ApA))~! =(A,QQ'A})~!, where Q is a
conformable orthonormal matrix.

As is well known, there are uncountable rotations of the Ay matrix all equally consistent with
the data but that offer different interpretations of the economy (e.g., the macroeconomic effects
of a monetary policy shock). We then select out rotations (interpretations) that are economically
unpalatable by imposing the identifying restrictions discussed below. Such restrictions focus in
large part on the systematic monetary policy response to macroeconomic fluctuations. Given
that - without loss of generality - we place the policy rate on top of the vector y,, such a monetary

policy equation reads as follows:

v
Yido,1 = Z Vi1 + €1t (3)
1=1
Our policy coefficient-restrictions focus on the contemporaneous responses of the Federal Reserve

to macroeconomic fluctuations, which are captured by:

it = Yy + VpDt + VrexT€xy + Yy Yy + Vivty + Unpexntbray + OEiWP (4)

We now present and discuss our identification strategy.

2.3 Identification strategy

Our set-identification strategy is based on a combination of sign and zero restrictions. First
and foremost, we exploit the proposal by Arias, Caldara, and Rubio-Ramirez (2019) and impose
restrictions on the contemporaneous coefficients of the monetary policy function in the VAR.
The idea is that of correctly specifying the systematic monetary policy response to changes
in relevant macroeconomic indicators to get the effects of unexpected changes of the policy
rate right. Arias, Caldara, and Rubio-Ramirez (2019) impose a positive systematic response
of the Federal Reserve (i.e., an increase of the federal funds rate) to increases in price and
industrial production. Moreover, they impose zero restrictions on the response of the policy rate
to nonborrowed reserves. We borrow these restrictions, which are natural for a closed-economy
context, and add extra policy coefficient-restrictions that we believe to be sensible when modeling

the US economy as an open economy. In particular, we impose: i) a positive sign on the response



of the policy rate to exchange rate fluctuations (i.e., a policy tightening in response to an exchange
rate depreciation); ii) zero restrictions on the impact of foreign industrial production and the
Rest-of-the-World (RoW) interest rate on the US systematic policy. Restrictions ii) are justified
by the Federal Reserve’s natural main focus on domestic economic conditions. Restriction i) is
instead meant to capture the attention that the Federal Reserve has paid over time to fluctuations
in the exchange rate, justified by e.g. the imported inflation that such fluctuations may bring
along. Going back to eq. (4), we impose a positive sign on 1, 1, and ¢ e, and we also
set to zero the coefficients -, ¥;-, and ¥« Finally, we sharpen our set-identification by
imposing traditional sign restrictions on the impulse responses to a US monetary policy shock.
In particular, we impose a positive on-impact (i.e., contemporaneous) response of the policy rate
and a negative on-impact response of prices, industrial production, and nonborrowed reserves
over total reserves to an unexpected increase in the policy rate.

The above described restriction on the policy coefficient is a crucial component of our iden-
tification strategy. Let us justify it further by offering narrative support and highlighting links

with the extant empirical literature.

Narrative support. Our sample covers three different chairmen of the Federal Reserve, i.e.,

Paul Volcker, Alan Greenspan, and Ben Bernanke. Evidence of the attention posed by the three
of them while being members of the Federal Open Market Committee or chairmen can be easily
found in a variety of official documents and accounts for that historical period, an example being
the quote reported in the Introduction of this paper. A few instances follow.

In 1979, US President Jimmy Carter nominated New York Federal Reserve President Paul
Volcker to become the next chairman of the Federal Reserve. This nomination was done in an
attempt to regain control of inflation, which was on an upward trajectory. At the same time,
there was concern about the US dollar, which had lost 12 percent of its value against major
foreign currencies since late 1976.” In the hearing before the Committee on Banking, Housing,
and Urban Affairs of the US Senate (Ninety-Sixth Congress, First Session, July 30, 1979), the

soon-to-be Federal Reserve chairman Paul Volcker stated:

"I have spoken out and I expect to continue to speak out on the need for stability,
broadly conceived — thinking of it in terms of our domestic inflation, thinking of it in
terms of the value of the dollar internationally. I speak out of a very strong conviction
that this sense of stability is necessary in order to assure the prosperity and growth
of our economy at home and to deal with those problems of unemployment, poverty

and all the others. I don’t think we can build on a sense of instability—accelerating

"For an account of that period, see https://www.federalreservehistory.org/essays/anti-inflation-measures.



inflation, instability of the dollar abroad —if we want to deal constructively with those

problems of the domestic economy."”

Alan Greespan was also explicit on the need of tracking the stance of the US dollar and the
influence that a depreciation of the US currency could have on the US monetary policy. In his
remarks before the Banco de Mexico’s 80th Anniversary International Conference (Mexico City,
November 14, 2005), he stated:

"What could be the potential consequences should the dollar’s status as the world’s
reserve currency significantly diminish, especially if foreign investors reduce their rate
of accumulation of claims on U.S. residents? Most analysts would contend that U.S.
interest rates were lowered by the world’s accumulation of dollars. Accordingly, in the
event of a significant diminishing of the dollar’s reserve currency status, U.S. interest

rates would presumably rise.”

Could a weakening of the US dollar pose a problem in terms of inflation and, therefore, the US
policy conduct? Ben Bernanke offered his view on this topic in his remarks on the economic

outlook at the International Monetary Conference held in Barcelona on June 3, 2008:

"In collaboration with our colleagues at the Treasury, we continue to carefully monitor
developments in foreign exchange markets. The challenges that our economy has
faced over the past year or so have generated some downward pressures on the foreign
exchange value of the dollar, which have contributed to the unwelcome rise in import
prices and consumer price inflation. We are attentive to the implications of changes
in the value of the dollar for inflation and inflation expectations and will continue to
formulate policy to guard against risks to both parts of our dual mandate, including

the risk of an erosion in longer-term inflation expectations.”

In our view, these quotes are consistent with our identification restriction that imposes a positive
response of the policy rate to a US dollar depreciation. We corroborate further this modeling
choice with a discussion of the extant literature on the empirical evidence of the systematic

response of monetary policy to exchange rate fluctuations.

Exchange rates and Taylor rules: Empirical evidence. US monetary policy is often modeled

with Taylor rules responding to inflation and real activity. The literature dealing with the
systematic policy response of the Federal Reserve to exchange rates is scant, and results are
mixed. Chadha, Sarno, and Valente (2005) estimate Taylor rules for the US economy and

find evidence of a systematic response of the Federal Reserve to exchange rate fluctuations.



This evidence is not limited to the US. Lubik and Schorfheide (2007) find evidence in favor
of a systematic policy response to exchange rates for the Bank of Canada and the Bank of
England, while Alstadheim, Bjgrnland, and Maih (2021) find evidence if favor of policy response
to exchange rates in Canada, Australia, and New Zealand.

It has to be noted that not all empirical estimates in the extant literature point to a systematic
policy response to fluctuations in the exchange rate by the Federal Reserve or other central banks.
For instance, Lubik and Schorfheide (2005) estimate a two-country forward-looking microfounded
DSGE model with US and Euro area data and find evidence in favor of a systematic response
for neither economy. Similar evidence for the Euro area is found by Adolfson, Laséen, Lindé,
and Villani (2007). Is this evidence necessarily inconsistent with the presence of the exchange
rate in the central bank’s feedback function? To the extent that transmission lags are a real-
world characteristic and are captured by VAR models, the presence of the exchange rate in the
"contemporaneous-looking" policy equation of our VAR may very well proxy concerns for future
inflation the Federal Reserve may have responded to, which are fully consistent with the quotes
reported above. Hence, another interpretation of the sign on the exchange rate policy coefficient
we work with is that of a sign regulating policymakers’ response to expected inflation - for an
elaboration on this point, see Taylor (2001).

We now turn to our empirical results.

3 Results

3.1 Full sample analysis

Figure 1 plots the impulse responses obtained by implementing our identification strategy in our
VAR analysis.® Let us focus on the response of the real exchange rate first. Such a response
suggests an immediate appreciation followed by a gradual, persistent depreciation. This response
is exactly what the Dornbusch (1976) model predicts. Hence, our empirical findings are fully
supportive of Dornbusch’s (1976) overshooting hypothesis. Notably, this evidence is based on
the same dataset and reduced-form VAR model employed by Kim, Moon, and Velasco (2017),
who find a delayed response of the real exchange rate, i.e., a delayed overshooting puzzle. We
elaborate later on the differences and implications between our identification strategy and theirs.

Back to Figure 1, we note standard responses of domestic variables in response to a US

monetary policy shock, i.e., a temporary but persistent deflation and an delayed peak effect on

8For the sake of brevity, we focus in the paper on the evidence obtained with the AGG dataset. Our results
are fully confirmed when working with the AGG98 dataset - evidence available in our Appendix.
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industrial production, whose impulse response follows a well-known hump-shape. Nonborrowed
reserves react negatively to an unexpected hike in the short-term interest rate, a response in
line with the well-known liquidity effect. RoW’s short-term interest rate displays a temporary
increase, a response potentially consistent with the uncovered interest parity condition. World
real activity’s response is uncertain. A possible interpretation is that of confounding factors
behind the response of world industrial production, with US domestic output and RoW’s interest
rate exerting contractionary pressures on the one hand, and the appreciation of the US dollar
improving RoW’s net exports and, therefore, the business cycle on the other hand.

Our identification strategy imposes signs on the policy response to prices, industrial produc-
tion, and the real exchange rate, but it is silent on the magnitude of such coefficients. Table 1
collects the posterior median estimates and the 68% credible sets. The coefficients reported at
the top of the Table - those related to the entire sample - put in evidence that there is a large
mass of realizations of the policy coefficient related to exchange rate fluctuations that suggests
a non-negligible attention posed by the Federal Reserve on fluctuations in the US dollar. But
how crucial is the restriction 1,., > 0 for our results? Figure 2 shows the impulse responses we
obtain if we drop such a restriction all else being equal. The response of the real exchange rate
becomes very uncertain, and it is not possible to exclude a nil relative effect on the US dollar vs.
other countries’ currencies. Obviously, this result is not at all in line with Dornbusch’s (1976)
overshooting hypothesis, and it is at odds with most of the evidence in the extant literature on
the significant effects exerted by monetary policy shocks on the exchange rate. This sensitivity
check, joint with the narrative and empirical evidence discussed above, leads us to retain the

restriction on the exchange rate.

3.2 Is Volcker responsible for the delayed overshooting puzzle?

Kim, Moon, and Velasco (2017) document a novel empirical fact, i.e., they find the real exchange
rate to display a delayed overshooting just during the Volcker era. This result is appealing,
because it can be connected with the different systematic policy behavior often detected in US
data when moving from a policy regime to another (see, e.g., Clarida, Gali, and Gertler (2000),
Lubik and Schortheide (2004), Boivin and Giannoni (2006), and Benati and Surico (2009)). Kim,
Moon, and Velasco (2017) achieve identification of the US monetary policy shock by working with
a standard identification strategy based on restrictions on impulse responses (IRF-restrictions
only henceforth). The monetary policy shock is identified by imposing restrictions a la Uhlig
(2005) on the responses of the policy rate (which has to go up) and prices, industrial production,

and the nonborrowed /total reserves ratio (which all have to go down) over the first year after

11



the shock.”

In the light of our discussion above on the attention paid by US policymakers to the fluctu-
ations of the US dollar, it is of interest to unveil what the IRF-restrictions only strategy implies
for the systematic policy response to exchange rate movements. Moreover, it is also of interest
to check the solidity of our own findings - supportive of the overshooting hypothesis - to changes
in the investigated samples associated with different policy regimes. We then estimate the very
same reduced-form VAR over three different samples: full sample (1976M1-2007M7); Volcker
sample (1979M8-1997M12); and post-Volcker sample (1998M1-2007M7). Given that the data,
reduced-form VAR, and investigated samples are the same, differences in the impulse responses
arising from the two different identification strategies employed here will naturally be driven by
differences in the identification strategies at work.

Figure 3 plots the impulse responses of the exchange rate across the three different samples
and over the two different identification strategies. The right column replicates the evidence
documented by Kim, Moon, and Velasco (2017), i.e., samples containing Volcker-related obser-
vations are associated with evidence of a delayed overshooting puzzle, with the peak response
of the exchange rate materializing after more than two years. Moving to the post-Volcker era,
the response of the exchange rate is characterized by a strong, immediate appreciation of the
exchange rate followed by a depreciation. Differently, our identification strategy points to a
robust support of the overshooting hypothesis across the three investigated periods. Hence, a
conclusion can be drawn here, i.e., these two different identification strategies imply a different
description of the exchange rate dynamics after an unexpected increase in the US policy rate.
Intriguingly, such a difference disappears when the post-Volcker era only is considered. In fact,
the exchange rate impulse response produced via our proposed identification strategy is basically
the same response estimated by Kim, Moon, and Velasco (2017).

As anticipated above, it is of interest to look at the estimates of the policy coefficients implied
by the IRF-restrictions only identification strategy. Table 2 reports such coefficients. It is easy
to notice that the two samples contaminated by the Volcker-related observations (entire period,
Volcker era) are characterized by a negative median response to the real exchange rate, with a
substantial mass in the negative territory as per the 68% credible set. This description of the US
policy reaction function to exchange rate fluctuations is obviously in contrast with the narrative

and empirical evidence discussed above.!? Differently, the post-Volcker era is characterized by

9Following Kim, Moon, and Velasco (2017), these restrictions are imposed for horizons zero to eleven, i.e., one
year. Differently, the restrictions of our proposed identification strategy are imposed just contemporaneously.

10This evidence is robust to: i) setting to zero the policy coefficients that regulate the systematic response
to foreign output, interest rate, and the nonborrowed/total reserves ratio; ii) imposing a negative sign to the
on-impact response of industrial production to a monetary policy shock.
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a positive median policy response to the exchange rate, with a negligible mass in the negative
territory according to the 68% credible set. This finding offers a structural interpretation to the
different evidence on the delayed overshooting puzzle (or the lack thereof) documented by Kim,
Moon, and Velasco (2017) and our paper.

What is the contribution of a monetary policy shock for the volatility of the real exchange
rate? According to our baseline model (which predicts an on-impact maximum response of the
exchange rate), such a contribution is indeed regime-dependent, with a peak volatility within a
six-month horizon equal to 13.5 percent for the full period, 8 percent for the Volcker period, and
22.3 percent post-Volcker. Interestingly, and conditional on the "short-run" (horizons ranging
from 0 to six months), these figures are larger than those one obtains via Kim et al.’s (2017)
identification strategies when Volcker’s observations are accounted for - 6.3 percent (full sample)
and 5 percent (Volcker period) -, while we get basically the same figure obtained with our baseline
model for the post-Volcker sample (23 percent). This last finding confirms that the restriction on
the systematic policy response to the exchange rate is less crucial when the Volcker observations
are dropped. This evidence squares well the finding in Wolf (2020, 2022) on the identification
via restrictions imposed on impulse responses being more challenging when the contribution of
the shock one is after to the volatility of the variable of interest is lower. Finally, and in line
with Kim et al.’s (2017) delayed-overshooting evidence, the peak contributions to the volatility
of the real exchange rate by monetary policy shocks we obtain when replicating their results
occur after about 5 years, and are estimated to be about 10 percent both for the Volcker-only
sample and for the entire period.

Our results on the exchange rate response to a US monetary policy shock identified with
our novel identification strategy are robust to: i) forcing the response of foreign output to be
negative on impact; ii) modeling prices and industrial production (both domestic and foreign) in
growth rates; iii) adding the excess bond premium proposed (EBP) by Gilchrist and Zakrajsek
(2012) to the vector and imposing a positive response of EBP to a monetary policy shock. For

brevity, these results are confined in an Appendix available upon request.

4 Conclusions

This paper has proposed a novel identification strategy to pin down the response of the US real
exchange rate to a monetary policy shock. Such a strategy involves restrictions on the policy
coefficients and on the dynamic reaction of selected macroeconomic indicators to an unexpected
hike in the policy rate. Among the restrictions imposed on policy coefficients, a crucial one is

that requiring the Federal Reserve to implement a policy tightening following a depreciation of
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the US dollar. We offer narrative evidence supporting such a restriction and discuss the extant
literature that has dealt with open economy models and policy rules featuring exchange rates.
Then, we put our identification strategy at work and model a set of standard macroeconomic
indicators with a Bayesian vector autoregressive framework.

Our main findings support Dornbusch’s (1976) overshooting hypothesis, i.e., we document
an immediate appreciation of the US dollar followed by a gradual, persistent depreciation. This
finding is robust to the employment of different samples, including those affected by observations
related to the Volcker disinflation. Differently, a more traditional identification strategy based
on restrictions on impulse responses only returns evidence of a delayed overshooting puzzle
when the Volcker regime is part of the analyzed samples. Digging deeper, we unveil that this
latter evidence is due to the implications of this more traditional identification strategy for the
policy coefficient capturing the systematic policy response to exchange rate movements, i.e.,
restrictions on the impulse responses do not necessarily imply a policy tightening in responses
to a depreciation of the domestic currency. Wrapping up, our identification strategy returns
a response of the exchange rate that is robust across different samples and supportive of the
standard overshooting mechanism.

Our results are relevant for policymakers and modelers. Policy-wise, our results suggests
that monetary policy shocks may indeed induce high short-run volatility in the exchange rate
markets, a finding that supports research on the optimal monetary policy conduct in presence of
external pressures. From a modeling standpoint, our results suggest that mechanisms generat-
ing expectations of a quick depreciation following an on-impact appreciation can still represent
relevant references to build up empirically credible micro-founded open economy frameworks.

An extension of this analysis to the forward discount puzzle is in our agenda.
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Entire period

Coefficient Yy Yy UVrex
Median 1.06 2.09 0.19

68% Prob. Interval [0.55;2.25] [0.86;4.95] [0.05;0.68|
Volcker era

Coeflicient Py Yy Vrex
Median 1.10 2.03 0.21

68% Prob. Interval [0.60;2.26] [0.70;5.42] [0.05;0.71]
Post-Volcker era

Coefficient Yy Uy Vrer
Median 0.69 0.88 0.13

68% Prob. Interval [0.27;2.17] [0.28;3.35] [0.03;0.52]

Table 1: Identification via policy coefficient-restrictions (this paper’s identification
strategy): Policy coefficients, estimates. Identification strategy based on our proposed
combination of restrictions imposed on policy coefficients and on-impact impulse responses, i.e.,
the requirement of positive (zero) contemporaneous policy coefficients related to prices, industrial
production, and the exchange rate (foreign industrial production and foreign policy rate) in
the VAR policy equation plus the requirement of an on-impact positive (negative) response
of the policy rate (of prices, industrial production, and the nonborrowed /total reserves ratio)
to a monetary policy shock. Samples: Entire period: 1976 M1-2007M7; Volcker era: 1979M8-
1987M12; post-Volcker era: 1988M1-2007M?7.
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Entire period

Coeflicient Yy Up Vrex (o (o Ynbra
Median 0.17 1.83 -0.03 0.18 1.01 0.03

68% Prob. Interval [-1.14;1.45] [-5.39;6.60] [-0.43;0.32] [-0.70;1.05] [-3.62;5.02] [-1.00;0.84]
Volcker era

Coeflicient Py (I Yrex Py P Ynbra
Median -0.19 1.40 -0.09 0.10 -0.59 -0.13

68% Prob. Interval [-1.66;1.83] [-5.40;6.32] [-0.53;0.37] [-0.95;1.00] [-4.72;4.54] [-0.84;0.42]
Post-Volcker era

Coeflicient Yy (8 Vrex (o (o Ynbra
Median 0.23 0.38 0.06 -0.09 0.94 0.18

68% Prob. Interval [-0.01;0.61] [0.10;1.11]  [-0.01;0.21] [-0.38;0.04] [0.26;1.99]  [0.04;0.55]

Table 2:

Identification via impulse response function-restrictions only: Policy coef-

ficients, estimates. Identification strategy based on the requirement of a positive (negative)
response of the policy rate (of prices, industrial production, and the nonborrowed /total reserves
ratio) to a monetary policy shock for the entire first year after the shock. Samples: Entire period:
1976M1-2007M7; Volcker era: 1979M8-1987M12; post-Volcker era: 1988M1-2007M7.
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Figure 1: Identification via policy coefficient-restrictions (this paper’s identification
strategy): Impulse responses. Size of the shock: One-standard deviation. Identification
strategy based on our proposed combination of restrictions imposed on policy coefficients and
on-impact impulse responses, i.e., the requirement of positive (zero) contemporaneous policy
coefficients related to prices, industrial production, and the exchange rate (foreign industrial
production and foreign policy rate) in the VAR policy equation plus the requirement of an on-
impact positive (negative) response of the policy rate (of prices, industrial production, and the
nonborrowed /total reserves ratio) to a monetary policy shock.
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Figure 2: Identification via policy coefficient-restrictions (this paper’s identification
strategy): Impulse responses, role of the policy coefficient-restriction on the ex-
change rate. Identification strategy based on our proposed combination of restrictions imposed
on policy coefficients and on-impact impulse responses, i.e., the requirement of positive (zero)
contemporaneous policy coefficients related to prices and industrial production (foreign indus-
trial production and foreign policy rate) in the VAR policy equation plus the requirement of
an on-impact positive (negative) response of the policy rate (of prices, industrial production,
and the nonborrowed /total reserves ratio) to a monetary policy shock. Policy restriction on the
exchange rate (imposed in the baseline exercise) not imposed here.



PCR restrictions IRF restrictions

- 2
2 11
8 0
(]
E -1
0
-2.5
2
©
() lg
) 0
X
© =
(@]
>
-2.5
@
5 2
o 1r
‘e
o 0|
(@]
> -1
2
g 2.5

Figure 3: Identification via policy coefficient-restrictions (this paper’s identification
strategy, which also includes restrictions on impulse responses) vs. via impulse
response-constraints only: Impulse responses across different periods. Impulse re-
sponses plotted above refer to the real exchange rate. Left column: Identification strategy based
on our proposed combination of restrictions imposed on policy coefficients and on-impact impulse
responses, i.e., the requirement of positive (zero) contemporaneous policy coefficients related to
prices, industrial production, and the exchange rate (foreign industrial production and foreign
policy rate) in the VAR policy equation plus the requirement of an on-impact positive (negative)
response of the policy rate (of prices, industrial production, and the nonborrowed /total reserves
ratio) to a monetary policy shock. Right column: Identification strategy based on restrictions
over the first twelve horizons of the impulse responses of the policy rate (which has to go up), the
price level (down), and the nonborrowed/total reserves ratio (down). Samples: Entire period:
1976M1-2007M7; Volcker era: 1979M8-1987M12; post-Volcker era: 1988M1-2007M7.
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